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ABSTRACT

The mission of the US Department of Energy’s Nuclear Energy Advanced Modeling and Simulation
(NEAMS) program is to develop, apply, deploy, and support state-of-the-art predictive modeling and
simulation tools for the design and analysis of current and future nuclear energy systems. This is
accomplished by using computing architectures that range from laptops to leadership-class facilities. The
NEAMS Workbench is a new initiative that will facilitate the transition from conventional tools to high-
fidelity tools by providing a common user interface for model creation, review, execution, output review,
and visualization for integrated codes. The Workbench can use common user input, including
engineering-scale specifications that are expanded into application-specific input requirements through
the use of customizable templates. The templating process can enable multifidelity analysis of a system
from a common set of input data. Additionally, the common user input processor can provide an enhanced
alternative application input that provides additional conveniences over the native input, especially for
legacy codes. Expansion of the integrated codes and application templates available in the Workbench
will broaden the NEAMS user community and will facilitate system analysis and design. Current and
planned capabilities of the NEAMS Workbench are detailed here.

X






1. INTRODUCTION

The mission of the US Department of Energy’s (DOE’s) Nuclear Energy Advanced Modeling and
Simulation (NEAMS) program is to develop, apply, deploy, and support state-of-the-art predictive
modeling and simulation tools for the design and analysis of current and future nuclear energy systems.
This is accomplished by using computing architectures ranging from laptops to leadership-class facilities.
The tools in the NEAMS ToolKit will enable transformative scientific discovery and insights otherwise
not attainable or affordable and will accelerate the solutions to existing problems, as well as the
deployment of new designs for current and advanced reactors. These tools will be applied to solve
problems identified as significant by industry, and consequently, they will expand the validation,
application, and long-term utility of these advanced tools.

The NEAMS program is organized into three product lines: Fuels Product Line (FPL), Reactors Product
Line (RPL), and Integration Product Line (IPL).

NEAMS FPL and RPL provide advanced tools, such as the (1) BISON and MARMOT fuel performance
tools based on the Multiphysics Object-Oriented Simulation Environment (MOOSE) from Idaho National
Laboratory [1,2], and (2) the PROTEUS neutronics code and the NEK5000 computational fluid dynamics
code from the Simulation-based High-efficiency Advanced Reactor Prototyping (SHARP) tools from
Argonne National Laboratory (ANL) [3]. However, these advanced tools often require large
computational resources, can be difficult to install, and require expert knowledge to operate, causing
many analysts to continue to use traditional tools instead of exploring high-fidelity simulations.

The NEAMS IPL is responding to the needs of the design and analysis communities by integrating robust
multiphysics capabilities and current production tools in an easy-to-use common analysis environment.
This enables end users to apply high-fidelity simulations to inform lower order models used for advanced
nuclear system design, analysis, and reactor licensing.

The NEAMS Workbench is an initiative that will facilitate the transition from conventional tools to high-
fidelity tools by providing a common user interface for model creation, review, execution, output review,
and visualization for integrated codes [4]. The Workbench can provide a common user input, including
engineering-scale specifications that are expanded into code-specific input requirements through the use
of customizable templates. The templating process can enable multifidelity analysis of a system from a
common set of input data. Expansion of the codes and application templates available in the Workbench
will broaden the NEAMS user community and will facilitate system analysis and design. Users of the
Workbench will still need to license and install the appropriate computational tools, but the Workbench
will provide a more consistent user experience and will ease the transition from one tool to the next. This
report incorporates details from previous years [5] and includes progress made in the 2019 fiscal year.



2. MULTIFIDELITY PHYSICS

The NEAMS Workbench will enable analysts to choose from a variety of tools integrated from many
projects and code teams. A conceptual design of tools can be integrated for advanced reactor analysis, as
shown in Figure 1. Current production tools with advanced components supported by the NEAMS
program such as those from the Argonne Reactor Computation suite (ARC) [6] and the SCALE Code
System [7] are shown in light gray; Monte Carlo N-Particle (MCNP)®™ [8] and other production tools are
shown in dark gray; tools from the NEAMS ToolKit are shown in maroon; and tools from the Consortium
for Advanced Simulation of Light Water Reactors (CASL) Virtual Environment for Reactor Applications
(VERA) [9] are shown in black. The NEAMS Workbench will make it possible to use the same
fundamental engineering input data to create code-specific input models for each tool. This helps enable
analysts to learn more about specific phenomena by performing reference high-fidelity analyses. This will
confirm approximations or assumptions in fast-running lower order design calculations.

Multiphysics capabilities provided by tools such as SHARP and MOOSE will continue to provide fully
coupled capabilities under the Workbench. The Workbench also provides for traditional single physics
codes that form a multiphysics suite with coupling through manipulation of the output of one code to
serve as input for the next. Translation tools will be developed and integrated into a workflow manager to
extract and format the needed data in a manner that does not require intrusive changes to the physics
codes themselves.
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Figure 1. Conceptual design of tools integrated in the NEAMS Workbench for advanced reactor analysis.




3. USERINTERFACE

To enable users to easily transition from one tool to another, an intuitive user interface is desired. Such an
interface will guide new or infrequent users on the proper use of a tool without impeding the experienced
users in rapidly generating or modifying inputs. Visualization of input geometry and data files is desired,
and the user interface should also provide easy access to computed results in text, tabular, and graphical
forms. All integrated codes should be presented with a similar look and feel, and the ability to compare
results from multiple analyses should be available.

The rapid development and deployment of the NEAMS Workbench was enabled by leveraging the
Fulcrum user interface, which was developed over several years and was included in the 2016 release of
SCALE 6.2. Fulcrum introduced several new concepts as an integrated user interface for nuclear analysis.
It builds on decades of experience from thousands of users, and it replaces eight user interfaces from the
2011 release of SCALE 6.1. Fulcrum is a cross-platform graphical user interface (GUI) designed to
create, edit, validate, and visualize input, output, and data files. Fulcrum directly connects the user with
the text form of the input file while providing inline features to assist with building the correct inputs.
Fulcrum provides input editing and navigation, interactive geometry visualization, job execution, overlay
of mesh results within a geometry view, and plotting of data from file formats. An error checker
interactively identifies input errors such as data entry omissions or duplications for all supported codes.
The input validation engine identifies allowed data ranges and interdependencies in the input and then
reports inconsistencies to the user. The layout of panels in Fulcrum is highly configurable to
accommodate the preferences of users, as shown in Figure 2.
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Figure 2. The NEAMS Workbench leverages the Fulcrum user interface from SCALE.



The configuration files that define how each code input is structured, the requirements and
interdependencies of each input block, and the types and content of the dialog boxes available for input
assistance are all provided in text files that can be created and edited by any Workbench user. In this way,
the members of any team can integrate their tools into the Workbench, whether they are widely available
production tools, custom-developed analysis tools in a proprietary environment, or university-led
prototypes for the exploration of new algorithms. Custom-developed configuration files can be
contributed back to Workbench developers to be considered for inclusion in the production version. An
example of the interactive input error detection is shown for a SCALE input in Figure 3, where a user
inadvertently typed u02 (u-zero-2) instead of uo2 to specify uranium dioxide as a material. The first
error at the bottom of the screen demonstrates how Fulcrum compares the current input against the list of
allowed values in this context and recommends alternatives to assist the user. A second error is shown
where the user was specifying the uranium enrichment for this material. Here an input rule is applied
stipulating that the weight percentages must sum to 100%. In this case, the user inadvertently entered a
total of 101%, and Fulcrum identified that error, as well.

Leveraging the configuration files for each code supported by the Workbench, the Fulcrum user interface
provides context-aware assistance in auto-completing the input, which can be useful when learning the
intricacies of a new code or when transitioning between many codes, as is the intent of the Workbench.
An example from SCALE is shown in Figure 4. In the left image, the user inserts the cursor at the desired
location in the input, presses the key combination of ctri-space, and Fulcrum lists all available options in
this context, providing geometry shapes in this example. Selecting a configurable option launches an
additional interactive dialog, shown on the right, to provide additional assistance in populating this
portion of the input.

The Fulcrum interface currently supports visualization capabilities from SCALE for geometry, with
results overlaid as shown in Figure 5. Plotting capabilities are available for nuclear data and covariance
data plotting, as well as a variety of computed quantities using line plots, histograms, bar charts, and
surface plots, as shown in Figure 6. The NEAMS Workbench is a natural evolution of the Fulcrum user
interface. The visualization capabilities of Fulcrum have been expanded beyond those required by
SCALE, especially to support analysis with NEAMS finite element codes, by integrating visualization
capabilities from Vislt [10]. The integration of the ParaView [11] visualization tool is in testing.



comps [g scAEe2 Run y View.. Edit.

1809 ' - fresh fuel UO2 composition

1810 u02 1431 den=10.0538 1 293.00 92234 0.0271 92235 4.04 92236 0.0140 92238 96.9190 end

1811 ' Fuel Assembly 24 Node 18

1812 ' - fresh fuel UO2 composition

1813 uo2 1432 den=10.0538 1 293.00 92234 0.0271 92235 3.04 92236 0.0140 92238 96.9190 end

e v ot e e e e e T O O O e e B e

1815 ' homogenized compositions in the activation source regions of assembly ID = 1

1816 ' lower end fitting

1817 wtptBottom01l 401 1.48 8 26000 68.30 24000 19.00 28000 9.50

1818 25000 2.00 14000 1.00 6000 0.08 15000 0.04 27000 0.08 1.0 293.0 end
1819 ' gas plenum

1820 wtptPlenum0l 501 0.71 8 26000 0.67 24000 0.24 28000 0.06

1821 25000 0.01 14000 0.01 40000 97.33 50000 1.59 8016 0.09 1.0 293.0 end
1822 ' upper end fitting

1823 wtptTopEnd0l 601 0.86 12 26000 57.04 24000 19.44 28000 18.31

1824 42000 1.60 25000 1.73 14000 0.91 6000 0.07 15000 0.04 22000 0.07
{1825 41000 0.65 13000 0.07 27000 0.07 1.0 293.0 end

1826 ' lower in-core spacer

line:1810 column:1 - Validation Error: name value "u02" is not one of the allowed values: [ ... "u-241" "u-242" "u-u02" "u232-u02" "u233-u02" "u234-uo2" ... ]
line:1810 column:1 - Validation Error: stdcomp children "wtpt" sum to 101 for 92000 group - instead of the required sum of 100

Line: 1810, Col: 1 /mavric/comps/stdcomp/name

sziiop | Messages

Figure 3. Fulcrum user interface with interactive input error detection.

[ oK ) we SCALE § : ) »= SCALE

File Edit View Run Help File Edit View Run Help

Reload Save Saveas Closetab Print Cut Copy Paste Undo  Redo Find Reload Save Saveas Closetab Print Cut  Copy Paste | Undo Redo Find
document SCALE 6.2 Run y  View.. Edi. document SCALE 6.2 Run y View.. Edit..

32 s cylinder - kenovi (configurable)
33 read geometry
34 global unit 1
35 cylinder 1 8.255 25.40 -25.40 r4
36 cylinder 2 10.795 27.94 -27.94
37 cylinder 3 20.955 27.94 -27.94
38 cylinder 4 13.335 40.64 30.48
39 cylinder 5 13.335 -30.48 -40.64
0
41 cone - kenovi (configurable) 152.4 -152.4
42 cone
43 cuboid - kenovi (configurable)
44 cuboid
45 CYUNDER LBL R Z, Z,
16 cylinder
47 xcylinder
48 ycylinder
49 zcylinder
50 ecylinder - kenovi (configurable)
51 bo ecylinder
52 end ge dodecahedron - kenovi (configurable)
53 | dodecanearon Embedded
LY — ellipsoid - kenovi (configurable) | ——--———mmmmmmmmmmo -
55 ' Dei ellipsoid Component
56 "--—— hexprism - kenovi (configurable) | —----—--mmmmmmmmmmmmooooo . -
57 read d hexprism lllustration
58 re hopper - kenovi (configurable)
59 hopper to-dose-rate factors"
60 parallelepiped - kenovi (configurable)
61 en parallelepiped cylinder
62 pentagon - kenovi (configurable)
63 di pentagon 63 distril
64 plane - kenovi (configurable) 64 tif Id 6 1
65 plane 2 2158570 2505692 end 65 dii Conflgurable
xpplane . N
gg o y}p;ilane 6 0.000012 0.00000002 end Z: - ;:: Radius 35.560000 Parameters
68 zpplane 68
69 gr quadratic - kenovi (configurable) 69 gridGer Top 45.720000
70 quadratic ance map/biased source" 70 i
71 rhexprism 71 xLi
72 rhomboid - kenovi (configurable) 72 yu Bottom -45.720000
73 rhomboid 73 2l
74 ring - kenovi (configurable) 74 G +- Axis ‘ value
75 ring 75 XL,
76 sphere - kenovi (configurable) 76 yL!
77 sphere 77 z
78 ena s S 78 end gz
79 79 cylinder 6 35.56 45.72 -45.72
80 gridGeometry 8 80 gridGer
81 title="mesh for mesh tally - 1 inch voxels" 81 tif H
82 xLinear 110 -139.7 139.7 82 xL! Resu“ PreVIQW
83 yLinear 110 -139.7 139.7 83 yL:
— 1 2ol | Log  Template
Line: 40, Col: 7 /mavricigeometry/global_unit Validation  Messages Line: 40, Cok:7_f Cancel | (UOKIY fessaces

Figure 4. Fulcrum auto-completion and forms-based input.




~soae

ece
Fie 0t Vew Run Help

Gl S D e

B otsozxmen 2| seenn

AN starrd 197) peviron
x5 dooe e fcies: st
Pamaiaricaerdy

=\

Interactive

A

Interactive
Axial

Cut Planes

. Geometry "\
Investigation

==Y
e

X:346472705; Y: 32 8082421 Uni: 6001 Mre: 30 e 21766473673,

Toon FetE o el 0
" FO.05C F0249.PC2 boureing NCTOMsaRale (3012

| e
.I Swe  Cuem [ |
Matmum 7.12384657+1105030.08

Minimum 1 2346685065065860.02

Cylindrical

Cartesian/ — |

Result
Overlay

4

Ve o 156046, 56 151, 265856 Vo 1 (55.616.¢1 5452 25505 Vo ot . 12267, 25599 o i 14567857, 408006 2562550

Figure 5. Fulecrum geometry visualization capabilities.

0ce = soue
Flo Eat Vew Run Fop
rotes_tun_suess_Oosems b | ca_coy _pate | o e [ pns
oo st I T ]
Toe e
= & — o e
0T 00T u-235 mt=0 scatter (region integrated)
s aoones
D om0 ]
e -
oo0mn e
o
oo
o0 |
000075 Sioto 13 T4 48280407 1000 Subloals
] o
2 o _
H T —— ™
§ oms i i
: i” Origen Isotoe
2 oo H g
H g
£ © .
’ ° ncentration
oo
2 Fsin ot
0.00015. i oo
iE——r=r= ] s 8
— puzgemt ot oot uris] qammavars [ 000t e
. vt
ot ==
L] G B R R A %
T L et dker ST B0 o0 e Toben Taokoo™ v it PR B e o
Ereoy o1 Ererg )
 Sermos segmeons Dveman @ ittt Condn i o oy
atr
ot iz ocay 080000000 [Fo Tabe o )
o et
u-235 discrete u-235-mt=1 total to u-235-mt=1 total - Correlation coefficient matrix Prob. Dep. at 5.00 years
o8
os oo
o274y
Jo at 5.00 yoars o8
TR P o o000 0
v B ors
o, Dop-at00
S 04
o By 0t ey “
rob. Dep. ai 0.08 years § 0 g
o Doy a0 e 3 N g
Shsiine: | fo g L
o6, Dep. o 500 yere 3
” < H 045 3 £
£ H =
] H o
£ 02 2
0
oor
o 015
- utut Results
o ‘ I . “ I ‘ m‘ R o001
s L L I e e S AL T N I s s i T
ot ento () ereey o anagy (o)

Figure 6. Fulcrum plotting capabilities.



4. INPUT CONFIRMATION AND ANALYSIS TEMPLATES

The use of multiple tools within the NEAMS Workbench is facilitated through the automatic
confirmation of the input format or syntax, input-schema-allowed values, and completeness, as well as
through templates that provide for a common definition of a system that can be expanded and run with
multiple tools. The combination of the input syntax, schema, templates, and syntax highlighting is called
the application grammar. The grammar is a fundamental integration point between the application and the
NEAMS Workbench.

The Workbench Analysis Sequence Processor (WASP) [12] package is an open source C++ library and
toolset for streamlining the lexical and semantic analysis of ASCII-formatted inputs. WASP includes
lexers, parsers, and interpreters to provide input processing of integrated applications. WASP uses a
parse-tree data structure to facilitate input data retrieval and validation. The Language Server

Protocol [13], an open standard for integrated development environments, is new in 2019. WASP
provides the Workbench with the ability to process common input and data formats. WASP also provides
input analysis and templating capabilities through the Hierarchical Input Validation Engine (HIVE) and
the Hierarchical Input Template Expansion Engine (HALITE).

4.1 HIERARCHICAL INPUT VALIDATION ENGINE

With HIVE, a combination of 19 rules is used to describe valid input and to interactively provide users
with feedback on the validity of their input. The rules are implemented in an input schema for each
supported code. Given an input schema and an input parse-tree from WASP, HIVE will conduct simple
type, value, and occurrence checks, as well as complex relational checks. As integrated in the Workbench,
HIVE provides immediate feedback to the user in the Validation panel, as previously shown in Figure 3.
The HIVE schema files can be stored inside the Workbench application in text format, so they can be
supplemented or customized by expert users if desired. Additionally, if the integrated application or the
application’s runtime wrapper can generate the HIVE schema, the Workbench will cache these files for
future examination and use. The runtime layer is discussed in Section 6.

The 19 rules of HIVE are:

1. MinOccurs: describes the minimum number of times that an element is allowed to appear under its
parent context;

2. MaxOccurs: describes the maximum number of times that an element is allowed to appear under its
parent context;

3. ValType: describes the allowed value type for the element (Int, Real, String);
4. ValEnums: describes a list of allowed value choices for the element;

5. MinVallnc: describes the minimum inclusive value that this element is allowed to have if it is a
number (the provided input value must be greater than or equal to this);

6. MaxVallnc: describes the maximum inclusive value that this element is allowed to have if it is a
number (the provided input value must be less than or equal to this);

7. MinValExc: describes the minimum exclusive value of the element in the input if it is a number (the
provided input value must be strictly greater than this);



8. MaxValExc: describes the maximum exclusive value of the element in the input if it is a number (the
provided input value must be strictly less than this);

9. ExistsIn: describes a set of lookup paths into relative sections of the input file and possible constant
values where the value of the element being validated must exist;

10. NotExistsIn: describes a set of lookup paths into relative sections of the input file where the value of
the element being validated must not exist;

11. SumOver: describes what sum the values must add to under a given context;

12. SumOverGroup: describes what sum the values must add to under a given context when grouped by
dividing another input element's value by a given value;

13. IncreaseOver: describes that the values under the element must be increasing in the order that they are
read;

14. DecreaseOver: describes that the values under the element must be decreasing in the order that they
are read;

15. ChildAtMostOne: describes one or more lists of lookup paths into relative sections of the input file
(and possible values) where at most one is allowed to exist;

16. ChildExactlyOne: describes one or more lists of lookup paths into relative sections of the input file
(and possible values) where at exactly one is allowed to exist;

17. ChildAtLeastOne: describes one or more lists of lookup paths into relative sections of the input file
(and possible values) where at least one must exist;

18. ChildCountEqual: describes one or more lists of lookup paths into relative sections of the input file
where the number of values must be equal; and

19. ChildUniqueness: describes one or more lists of lookup paths into relative sections of the input file
where the values at all these paths must be unique.

These rules facilitate all input validation tasks except for higher order validation tasks such as comparing
input data with data from a related binary file or validating constructive solid geometry parameters. At
this time, the validation engine cannot handle recursion (e.g., validation of mathematical expression).
Additional training material, with examples, is provided in the NEAMS Workbench at
Help>Documents>SESSION2-InputValidation.pdf drop-down menu.

4.2 HIERARCHICAL INPUT TEMPLATE EXPANSION ENGINE

HALITE couples flat or hierarchical data with application-specific input templates to facilitate
Workbench input auto-completion and future workflow tasks. The HALITE engine provides Workbench
with the capability to create application-specific input using application-agnostic data. HALITE provides
common attribute and expression substitution, as well as the unique capability to drive input expansion
via a single hierarchical data set. This is the same data-driven workflow construct that has been
successfully demonstrated in the Used Nuclear Fuel — Storage, Transportation & Disposal Analysis
Resource and Data System (UNF-ST&DARDS) [14].



HALITE has the following templating features:

e Scalar and iterative attribute and mathematical expression substitution enables traditional and
complex data insertion;

e Substitution formatting enables rigid fixed-width input formats, where needed;
e Conditional template blocks enable inclusion or exclusion of template sections using some condition;
e File input enables reuse of a common sub-template; and

e Parameterized file input enables advanced reuse of a sub-template with explicit loop or implicit array
element iterative repetition or specific data sets.

A sketch of the HALITE workflow to expand a common problem definition in terms of engineering
parameters such as dimensions, compositions, etc., into code-specific inputs is show in Figure 7.

Engineering-style
problem-specific input
(type of system, materials, Input for
dimensions, time steps, etc.) Code A

Input for

Template engine Code B

expansion

Database of supported
system configurations
Known systems and customizable Input for
features Code C
Input requirements and options for
each code
Code-and problem-specific information
(mesh geometry, etc.)

Figure 7. Sketch of HALITE template expansion to provide input
for multiple codes from the same problem definition.



5.  VISUALIZATION TOOLS

The interpretation of input data, geometry models, and output results is enabled through the convenient
integration of multiple visualization tools. The Vislt tool is embedded in the Workbench for visualization
of 2D and 3D mesh geometry and results. Customized 2D plotting is enabled for any application using the
native plotting package inherited from Fulcrum that has been extended with a customizable file processor
interface that enables plotting data embedded in text file input or output. In addition to Vislt and
extendable processor result visualization, Workbench also supports visualization of several notable data
formats inherited from Fulcrum, including the covariance and ORIGEN data, as depicted in Figure 8.
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Figure 8. General 2D data visualization in the NEAMS Workbench.
5.1 Vislt VISUALIZATION TOOLKIT

Vislt is a powerful distributed, parallel visualization and graphical analysis tool developed for analysis of
mesh data from high-performance computing. In the NEAMS Workbench, Vislt is composed of three
parts:

1. The Vislt GUI, which will load as an embedded application in its own dockable panel. The native
Vislt controls are accessible from the Vislt GUIL

2. The Vislt canvas, which is a tab within the NEAMS Workbench workspace layout.

3. Vislt visualization, which requires a Vislt canvas. A new Vislt visualization will automatically
create a new Vislt canvas for visualization and graphical analysis of the mesh data.

The integration of Vislt provides an important extension of the previous Fulcrum visualization

capabilities that did not allow for plotting of common 2D and 3D mesh formats such as Exodus, VTK,
and the additional formats and features available in Vislt. Figure 9 depicts Vislt embedded in the NEAMS
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Workbench with a flexible window layout and visualization of several different formats produced by
integrated applications.
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Figure 9. Vislt visualization embedded in the NEAMS Workbench.

An equivalent visualization and analysis capability will be available via the Kitware ParaView tool.
Figure 10 illustrates the unreleased Paraview integration currently in testing.
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5.2 EXTENDABLE PLOTTING

Because the NEAMS Workbench is intended to support a broad range of codes, any of which may have
its own binary or ASCII data formats, an extendable data processor plotting capability was developed to
enable the Workbench to extract data using arbitrary processing logic and create plots such as those
shown in Figure 9. Any developer or user can create a Workbench processor file that will extract data
from a file to create a NEAMS Workbench data plot. The processor file is interpreted at runtime, allowing
the user to extend the NEAMS Workbench plotting capabilities for local installation. The processor file
can be shared with colleagues, further enabling collaboration.

The Workbench processor files are composed of three components: (1) processor hierarchy, (2) processor
filtering, and (3) the processor logic. Because numerous processor files could be associated with different
types of analysis, an optional hierarchy feature is available to allow the user to dictate the organization of
the processors in the Workbench user interface. This hierarchy allows many processors to be binned into
fewer logical groups. In addition to processor organization via hierarchy, the extensions and

“filter pattern” features allow the user to limit the files for which the processor is enabled according to
the given file extensions and/or the specified “filter_pattern”. The ability to limit when the processor is
enabled ensures that the NEAMS Workbench is streamlined for the data under inspection. The processor
consists of plot series information and data extraction logic. The data extraction logic uses any command
line utility to extract data into spreadsheet format. The Grep, Awk, and Python programs are most
commonly used and are available across all supported platforms. The data extraction logic can create
multiple series, one per spreadsheet. The plot series can reference the data using a familiar, Excel-like
cell-reference mechanism that allows for capturing the keys, values, and uncertainties (low, high). Line
style, axis labels, and scale can all be specified. In addition to 2D line, step, and scatter graphs, bar charts
and color map plotting are also available. Figure 11 depicts application output plotting enabled by
integrated Workbench processors for several integrated applications.
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Figure 11. Extendable Workbench processor plotting.

GEOMETRY VIEWER

Several of the currently integrated applications have geometry input that is describable with combinations
of primitive geometry. The NEAMS Workbench has a flexible geometry engine that is also used in the
Shift Monte Carlo radiation transport code. The SCALE and ARC geometry descriptions are supported in
the NEAMS Workbench geometry viewer (Figure 12).
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6. RUNTIME ENVIRONMENT

A goal of the NEAMS Workbench is to facilitate transition from conventional tools to high-fidelity tools.
Many codes have different means of launching a calculation, and some have multiple means. A generic

runtime environment interface was created to broker application grammar interpretation, input execution,
and output, and to provide a consistent interface through which the user and the NEAMS Workbench can
interact with each tool in all necessary modes of operation (e.g., serial, parallel, and scheduled execution).

Tools with no runtime environments require the user to manually conduct all steps associated with
running them. For example, the user might be required to copy the problem input file into a specific
location with a specific file name, such as input, and then invoke the application, thus producing
temporary scratch files and output file(s). If multiple simultaneous calculations are desired, then many
complications follow that will likely lead to failed or erroneous results. Other codes are distributed with
sophisticated job management capabilities designed for use in quality-assured licensing calculations that
should not be disrupted.

As such, the NEAMS Workbench enables the integration of customized runtime environments for each
integrated tool. A runtime script provides the setup, execution, or finalization logic needed to fulfill the
runtime interface. The setup logic might create a working directory, TMPDIR, and then copy the
problem.inp into the TMPDIR as TMPDIR/input. The execution might invoke the application executable,
passing application messages back to the calling application (e.g., command console, Workbench). The
finalized logic might (1) combine the output files located in TMPDIR into logical order, (2) copy the
output back into problem.out, residing next to problem.inp, and (3) delete the TMPDIR to clean up after
itself. Once integrated by a developer or expert users, runtime scripts are accessible through a dropdown
menu in Workbench. The scripts are written in Python and stored in the runtime environment (7ze)
directory inside Workbench, so they can be customized and supplemented as tools and use scenarios
evolve.

A Workbench runtime script can be developed to allow consistent invocation for any specific application
logic, and it may provide great convenience relative to the application’s typical command-line interface.
The runtime’s grammar interface enables the NEAMS Workbench to allow the user to automatically
retrieve an application’s grammar information. This allows users to switch between different versions of
integrated applications (e.g., Dakota 6.5, 6.10), and it allows developers to update their applications and
have the NEAMS Workbench provide the version-specific input parameters and checks. A special
runtime—setup_remote—is available for remote application configuration and job submission. The
setup_remote runtime generates a remote application runtime. This has been tested with portable batch
system (PBS)-type scheduling and is intended to be compatible with other popular schedulers (SLURM,
etc.). As the runtime environment matures and additional features like a workflow management are added
for the base class, all incorporated runtimes will benefit. The NEAMS Workbench runtime environment
allows all integrated codes to have jobs launched locally from the user’s desktop or laptop, and remotely,
as shown in Figure 13. The remote job launch can be against a single Linux box (i.e., a machine with no
scheduler but with available cores) or an industrial cluster with a scheduler. This highlights the ability for
Windows users to conduct job creation, launch, and analysis tasks from a familiar environment while
using a code that is not available in the Windows operating system.
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Figure 13. NEAMS Workbench OS-independent remote job launch on Linux compute resource.
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7. CODE INTEGRATION

To facilitate the use of NEAMS-developed codes and many other commonly used production capabilities,
a wide range of tools from many teams was integrated for the latest beta release of the NEAMS
Workbench. Integration of a new code is enabled by first ensuring that WASP can process its input
format. For modern tools that use common input structures, this first step is fairly simple. For legacy
codes that use custom-developed unstructured input formats, new custom features in WASP must be
developed. Once the input can be read into Workbench in a hierarchical format, the HIVE schema files
are developed or generated, generally by following the user documentation to support various blocks of
input, confine input to allowed values, and manage interdependencies between multiple input parameters.
Next, a runtime environment script is developed that includes routines to properly manage the application
grammar, arrange the input files and executables, and retrieve the output data. HALITE templates are
developed and added to the Workbench configuration to provide auto-completion of all or part of an
application’s input. At any time, a software developer or end user can customize or supplement the HIVE
schema files or HALITE templates for codes with input formats supported by WASP. The codes
integrated for the latest NEAMS Workbench Beta release are detailed below.

7.1 MOOSE APPLICATIONS

The MOOSE framework provides the foundation for many NEAMS developed tools, most visibly the
BISON fuels performance code. Initial efforts for the NEAMS Workbench focused on convenient
coupling between the MOOSE framework and the NEAMS Workbench. With its modern software
design, MOOSE includes a common input format and a common engine for processing input for any
MOOSE application. WASP was updated to support the MOOSE input format as one of its known input
styles, and MOOSE was updated to generate a HIVE schema file for any MOOSE application. Running a
MOOSE application with the command line argument --definitions will generate a HIVE schema
file representing the current input features of the MOOSE application. This schema is managed by the
application’s NEAMS Workbench runtime. A generic MOOSE runtime is provided with the NEAMS
Workbench. A custom runtime environment must only be developed for each MOOSE application if the
command line arguments are not already available in the MOOSE Workbench generic runtime. The
existing integration supports all applications, but only the BISON fuel performance and the system
analysis module (SAM) [15] have been tested. After running a MOOSE application calculation, the
output file can be viewed, and the mesh data files can be visualized with the embedded Vislt tools, as
shown in Figure 14 for a BISON fuel performance calculation and Figure 15 for a SAM calculation.
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Figure 15. SAM integration in the NEAMS Workbench.
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7.2  ARGONNE REACTOR COMPUTATION SUITE

The traditional Argonne Reactor Computation suite (ARC) for fast reactor analysis has been integrated
into the NEAMS Workbench at the request of the Advanced Reactor Technologies team members who
routinely use these tools. In this work, a new common input was developed using the Standard Object
Notation input format developed for SCALE 6.2 and was revised in WASP. This common input is used to
run calculations with MC?-3, DIF3D, REBUS, and PERSENT for integrated, problem-dependent, cross
section preparation, core analysis, depletion, and sensitivity/uncertainty analysis. Before the common
input was developed, each of these calculations required a separate input file, and many of the input
formats were so difficult to use that a specialized script was often required to generate them. With the
ARC/Workbench integration creating the PyARC [16] Workflow manager, users can easily create
engineering-style input, have the Workbench generate the input for the codes, launch the calculations
using a customized runtime environment, and visualize the results with the embedded Workbench
processor files and Vislt tool. An integrated ARC/Workbench input and associated workflow are shown
in Figure 16. An example ARC calculation in the NEAMS Workbench is shown in Figure 17. Users who
access the ARC codes through the Workbench will have easier access to the advanced codes of NEAMS,
which will be able to leverage common input parameters in the future, especially with the integration of
MCNP" and PROTEUS.

Workflow Manager
Pre-processing:
Atom density calculation
Thermal expansion

Translation into codes’ input language
Runtime environment

Convenient

“standard” input p— ARC Code Inputs
definition and m————

templates

Real-time
input
validation

Figure 16. Prototype ARC/Workbench integration and associated workflow manager.

19



B somet B Aohc B rey vey
chexdattice (7 cvied IS Y munaEaiEReRsEs
frr i 749  assembly surf = subassembly
e A 80 750  num _ring =17

e 100 751 £ill = [ central_reflector inner_core inner_core inner._
752 inner.

L
I

770 replace( ring=1 index=36 name=secondary_con

replace( ring=10 index= name=outer_core )

i
|!Ix\\-1|w|||| I‘IIHI\‘H‘I ‘ : i

Cr—s ] ] T

‘;‘\l‘“"‘ =

Figure 17. ARC neutronics fast reactor integration in the NEAMS Workbench.

7.3 DAKOTA UNCERTAINTY QUANTIFICATION AND OPTIMIZATION

The Dakota suite of iterative mathematical and statistical methods has been integrated into the NEAMS
Workbench. The suite is from Sandia National Laboratories, and the methods interface with many
computational models. A new definition-driven input interpreter was developed and added to WASP to
support the Dakota input format, and many updates were implemented in the native Dakota schema file,
dakota.xml, to provide for improved consistency in the Dakota input. A Python translation script
translates the dakota.xml into a Workbench schema file. A customized runtime environment and plotting
capabilities allow the user to conveniently run and visualize extracted data from the output file. An
example calculation of Dakota conducting uncertainty quantification with the MOOSE BISON fuel
performance application in the NEAMS Workbench are shown in Figure 18. A demonstration of the
coupling between Dakota and the ARC suite of codes in the NEAMS Workbench, is shown in Figure 19
[17].
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Figure 18. Dakota integration running MOOSE BISON in the NEAMS Workbench.

°
Fio Ect View Aun Hep
Mebss G Sawem Comus P Cu Gy Pam  Unio Mes  ea

s g | Obkta-67 P B 2 X -
Partalrank coroason matr between Feut and st Smole comiaton i ok and cututs)
23normal_uncertain = 8
24 means = 1 et e 09
25 std deviations = 1e-2 le-2 1 e pick
= 'duct_thick' 'gap_thick' ‘'béc_d
27 bie.duen
% o8
29 heght_CR
™
E hegh s 03
ool cora
33
54 £ noses
o
3 o
37 y ot
: y normalized per . s
“ o
[RRER Sy — ewon Wesssies . o8
sy Nore- B -
1.005565978 l 008734799 . 00431804 - 09
3o0. 0.
4 0.9869224551 l 003582169 0.977500044
5 0.9961217866 1.000640895  0.9988022022
6 1.001938414  1.015999076  0.9925046197 0.9
7 1.008265264 0.9951867755  1.012341993 1.0
1.00359072  1.00543657  0.9810991865 1.0
.. o B G e
10 1.006154659 0.9980834612  0.9997233061 (SSPl5 sk cltotion ssbb 4 pte o s
11 0.9904461175  1.005222611  1.008311309
12 09968243624 0.9900638722  1.000671224 P s
13 0.9937810577  0.9845176243  0.9898465704
14 1.003209048 0.9719370379 1.012950231 0. ick|
0.994415631  0.9973074355  0.9843215596 e s
16 09953330573  0.9997584586  1.007390031 o6
a2, Cot 84y Veicwon  Messazes. e
hoght el
03
et R ool darn
-
Dakcta Tabuia Functon Sl Rsgonse s
21100 N
o
218100
o
222100
03
jon -
§ 230100 o
& 24104 o o8
248104 Lo
252100 o
0 0 6 £ £ £ W - os
Evalaion© G gup bk ble_dovs gt CA_hoght_hos

Figure 19. Dakota integration running ARC neutronics fast reactor tools in the NEAMS Workbench.
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74 SCALE CODE SYSTEM

Because the NEAMS Workbench is an evolution of the Fulcrum user interface from the SCALE code
system, it supports the dozens of verified and validated design and licensing tools used for criticality
safety, reactor physics, radiation shielding, radioactive source-term characterization, and
sensitivity/uncertainty analysis for a full range of systems—Iight-water reactors (LWRs), advanced
reactors, and research/test reactors. Examples of SCALE integration are shown in Figure 3 through Figure
6 above and in Figure 20 below.
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Figure 20. SCALE code system in the NEAMS Workbench.
7.5 MCNP® PARTICLE TRANSPORT

The initial integration of MCNP® into the NEAMS Workbench has been completed in collaboration with
Rensselaer Polytechnic Institute (RPI) [18] and provides input verification and autocompletion via an
XText-generated language server [19]. In addition to input processing, autocompletion, and verification,
the NEAMS Workbench supports MCNP® job execution on local and remote resources. Geometry cannot
be visualized at this stage. Figure 21 illustrates this initial integration, which is available for download
from https://code.ornl.gov/neams-workbench/downloads/tree/beta-mcnp-support.
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Figure 21. MCNP® input processing, autocompletion, and verification
integrated into the NEAMS Workbench.

7.6 Nek5000 COMPUTATIONAL FLUID DYNAMICS

The Nek5000 computational fluid dynamics (CFD) code from the SHARP Multiphysics framework
provides high-order methods to solve CFD problems. It is designed to scale from laptops to
supercomputers. The user workflow for Nek5000 can be quite involved, requiring the user to manager
four session files and conduct several preprocessing steps, including compilation of the Nek5000
executable itself. Once the preprocessor steps are complete, the Nek5000 session can be executed.
Conducting postprocessing involves an additional step of generating the Nek5000 output for visualization
by Vislt. Figure 22 depicts the workflow.
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Figure 22. Typical Nek5000 workflow.

The NEAMS Workbench integration streamlines this workflow with the introduction of the Nek5000
Workbench runtime [20]. The WASP package required a minor update to support the Nek5000 PAR input
format to support Nek5000 PAR input parsing. An input schema was developed to enable input checks
and auto-completion. The input was supplemented with a runtime block containing parameters that allow
the user to control the Nek5000 runtime’s preprocessing and postprocessing steps. Figure 23 depicts
Nek5000 input and auto-completion and Vislt mesh and results visualization in the NEAMS Workbench.
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Figure 23. Nek5000 CFD integrated in the NEAMS Workbench.

While the Nek5000 Workbench runtime and input parameters greatly streamline user interaction, the user
is still required to manage four session files, which are prone to error. The Nek5000 for nuclear, or
Nek4Nuc, Workbench runtime was developed to further streamline the Nek5000 workflow and limit
duplicate, error-prone, session file data. Because of the WASP input and templating capabilities, the
Nek4Nuc Workbench runtime was easily able to incorporate the additional user data as additional input
parameters in the Nek5000 PAR format extension PARN. This input extension and the workflow
extension facilitated by the HALITE templates removed the requirement for two session files and the
associated duplicate session data. As depicted by the red box in Figure 24 . the Nek4Nuc workflow
enables the user to interact with only the essential, required, Nek5000 user data.

*.parn file *.exo file
nek4nuc.py RTE
*.usr file SIZE file * par file *.exo file
nek5000.py RTE
Nek500(;'workﬂow

Figure 24. Nek4Nuc CFD integrated in the NEAMS Workbench.
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7.7 CTF SUBCHANNEL THERMAL-HYDRAULICS

The CTF subchannel thermal-hydraulics code has been developed for LWR analysis and is an important
part of the CASL VERA tool [21]. CTF has been integrated via the SubKit [22] interface, which utilizes
the WASP Definition-Driven Interpreter (DDI) package for input processing. This facilitates the
integration of CTF-SubKit input processing, autocompletion, and verification in the Workbench. CTF
VTK results are integrated via the Vislt visualization toolkit; the HDF5 output integration is in progress.
CTF-SubKit’s integration into Workbench (Figure 25) streamlines the input creation, job launch, results
visualization, and analysis, and it significantly reduces the CTF getting-started learning curve.
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Figure 25. CTF Subchannel TH integrated via the SubKit interface into the NEAMS Workbench.
7.8 CTFFUEL LWR FUEL ANALYSIS

The CTFFuel is an LWR fuel rod modeling capability contained in CTF. It is extracted into a convenient
interface specifically to fulfill the needs of CASL and fuel analysts [23]. The input syntax for CTFFuel is
supported by WASP’s VERA Input Interpreter (VII), making integration of input processing
straightforward (Figure 26). CTFFuel VTK results are available for visualization and analysis through the
integrated Vislt visualization toolkit. The HDF5 output integration is in progress at this writing.
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Figure 26. CTFFuel fuel analysis capability integrated into the NEAMS Workbench.
7.9 CASL VERA

The VERA integration is in progress. The remaining tasks involving job launch, VERA-View/Out, and
the advanced VERA-In defaults mechanism. Current support for VERA’s SILO-formatted output and
input processing, autocompletion, and verification are depicted in Figure 27. The current status provides
some useful capabilities in input creation and navigation, but it does not yet fully enable users in all
capabilities due to the inability to launch VERA jobs on local or remote compute resources and the lack
of full output integration. The VERA-In default mechanism provides for file-includes. The file-include
mechanism is supported for files located relative to the input, but it does not support file-includes relative
to the install of VERA. This is in part due to VERA potential to be a remote installation.
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Figure 27. Preliminary VERA input and results visualization integration in the NEAMS Workbench.

7.10 CODE INTEGRATION SUMMARY

Table 1 includes the codes that are integrated for the NEAMS Workbench Beta release, as well as near-
term code integration activities. Under a Nuclear Energy University Program awards, RPI is partnering
with ORNL’s Workbench team, ANL’s PROTEUS team, the Los Alamos National Laboratory (LANL)
MCNP® team, and North Carolina State University (NCSU) to integrate these tools.

Table 1. Code integration for the NEAMS Workbench

Tool Application Status Integration lead
ARC Fast reactor analysis Beta ANL

BISON Fuel performance Beta ORNL/INL
Dakota Uncertainty quantification and model optimization Beta SNL/ORNL
MOOSE General purpose multiphysics framework Beta ORNL/INL
NEKS5000 Computational fluid dynamics analysis Beta ORNL

SAM MOOSE tool for single phase systems analysis Beta ORNL/ANL
SCALE Widely used multipurpose neutronics and shielding analysis Beta ORNL
VERA-CS  CASL multiphysics core simulator tools In progress ~ ORNL
MCNP® Widely used Monte Carlo radiation transport code In progress ~ RPI/LANL
PROTEUS zg;f;;;dr{[rrslg?\f;?nal unstructured grid finite element neutron In progress  RPI/ANL
CTF Subchannel thermal-hydraulics tool Beta NCSU/ORNL
CTFFuel LWR fuel analysis tool Beta NCSU/ORNL
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8. AVAILABILITY

The NEAMS Workbench Beta is available to interested users and developers. An open source licensed
precompiled binary distribution is available at https://code.ornl.gov/neams-workbench/downloads. The
user documentation and additional information for operating many Workbench features and integrating
applications is provided under the Help drop-down.

If any questions arise or if any issues occur, please email nwb-help@ornl.gov for support.
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9. CONCLUSIONS

The NEAMS Workbench is a new initiative created in response to the needs of the design and analysis
communities. It is intended to enable end users to apply high-fidelity simulations to inform lower order
models for the design, analysis, and licensing of advanced nuclear systems. In its beta release capacity, it
enables enhanced input editing, validation, and navigation capabilities to assist new users of NEAMS
tools in getting started. In addition, the NEAMS Workbench provides basic job execution via an
extensible runtime environment and convenient output visualization and analysis capability via fast 2D
data plotting, as well as 2D and 3D mesh analysis and visualization through the integrated Vislt toolkit.

The NEAMS Workbench will facilitate the transition from conventional tools to high-fidelity tools by
providing a common user interface and common user input processing capabilities: flexible input formats,
a hierarchical validation engine, and a template engine. An extensible runtime environment ensures that
computational environments can be considered. Integrated applications and associated system templates
will continue to broaden the NEAMS tools user community and will facilitate system analysis and design.

The open source licensed binary release of the NEAMS Workbench user interface and common input

processing capabilities will further enable future collaboration and will enable extensions of NEAMS
Workbench for proprietary industry application modeling and simulation needs.
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